The bioenergetic costs of a gene
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An enduring mystery of evolutionary genomics concerns the mechanisms responsible for lineage-specific expansions of genome size in eukaryotes, especially in multicellular species. One idea is that all excess DNA is mutationally hazardous, but weakly enough so that genome-size expansion passively emerges in species experiencing relatively low efficiency of selection owing to small effective population sizes. Another idea is that substantial gene additions were impossible without the energetic boost provided by the colonizing mitochondrion in the eukaryotic lineage. Contrary to this latter view, analysis of cellular energetics and genomics data from a wide variety of species indicates that, relative to the lifetime ATP requirements of a cell, the costs of a gene at the DNA, RNA, and protein levels decline with cell volume in both bacteria and eukaryotes. Moreover, these costs are sufficiently large to be perceived by natural selection in bacterial populations, but not in eukaryotes experiencing high levels of random genetic drift. Thus, for scaling reasons that are not yet understood, by virtue of their large size alone, eukaryotic cells are subject to a broader set of opportunities for the colonization of novel genes manifesting weakly advantageous or even transiently disadvantageous phenotypic effects. These results indicate that the origin of the mitochondrion was not a prerequisite for genome-size expansion.

A long-standing mystery in evolutionary genomics concerns the lineage-specific expansions of genome size in eukaryotes relative to prokaryotes. One argument is that the cellular complexity and elevated gene numbers in eukaryotes were impossible without a mitochondrion. However, the energetic burden of a gene is typically no greater, and generally becomes progressively smaller, in larger cells in both bacteria and eukaryotes, and this is true for costs measured at the DNA, RNA, and protein levels. These results eliminate the need to invoke an energetics barrier to genome complexity.

Significance

A long-standing mystery in evolutionary genomics concerns the lineage-specific expansions of genome size in eukaryotes relative to prokaryotes. One argument is that the cellular complexity and elevated gene numbers in eukaryotes were impossible without a mitochondrion. However, the energetic burden of a gene is typically no greater, and generally becomes progressively smaller, in larger cells in both bacteria and eukaryotes, and this is true for costs measured at the DNA, RNA, and protein levels. These results eliminate the need to invoke an energetics barrier to genome complexity.
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This general approach has been applied to enough organisms to reveal two generalizations. First, basal metabolic rate (here, normalized to a constant temperature of 20 °C for all species) scales with cell volume (Fig. 1A) with a power-law relationship of

\[ C_M = 0.39 V^{0.88} \]

where \( C_M \) is in units of \( 10^9 \) molecules of ATP per cell per hour, and cell volume \( V \) is in units of cubic micrometers (SI Appendix). Because the SE of the allometric coefficient is 0.07, this relationship does not deviate significantly from linearity \((r^2 = 0.88)\). Although the ranges of data are distinct, there is no discontinuity in the pattern across the prokaryotic–eukaryotic divide.

Second, the growth requirements per cell scale with cell volume with the power-law relationship

\[ C_G = 26.92 V^{0.97} \]

where \( C_G \) is in units of \( 10^9 \) molecules of ATP per cell per hour. Because the SE of the allometric coefficient is 0.04, this highly significant regression \((r^2 = 0.96)\) also implies an effectively linear relationship between the energetic requirements for growth and cell volume. Again, the relationship seems continuous over four orders of magnitude of cell size, spanning bacteria and eukaryotes, so there is no justification for invoking different metabolic scalings between these two groups. Estimates of the growth requirements for mammalian and land-plant cells also follow the pattern just noted, but the data are not applied to the regressions because of concerns with artifacts involving cells experiencing out-of-body metabolism (13).

The total cost of building a cell is

\[ C_T \approx C_G + t C_M, \]

where \( t \) is the cell-division time in hours. Substituting Eqs. \( 1a \) and \( 1b \) and using an average exponent of 0.91 that provided \( t \) is smaller than \( \sim 69V^{0.09} \) hours (assuming 20 °C), the contribution from cell growth exceeds that associated with maintenance. Because minimum cell-division times for unicellular species are one to two orders of magnitude below this benchmark (Fig. 1B), setting \( t = 0 \) in Eq. \( 1c \) provides a close approximation of total cellular ATP requirements at maximum growth rates.

**Gene Structural Costs**

The total cost of an individual gene involves three levels of investment: replication and chromosome maintenance; transcription and transcript processing; and translation and protein assembly. Each of these layers comprises several subcategories, which we have attempted to rank-order in terms of energetic requirements. For some subsidiary components, assumptions need to be made about the underlying biochemistry, but the processes are well enough understood to achieve approximations sufficient for the following analyses. Given the shortage of information on archaeabacteria, attention is confined to bacterial and eukaryotic cells. Throughout, the costs inferred are in terms of numbers of phosphate bonds hydrolyzed (denoted below as \( P \)), with functions paid in units of GTP being treated as equivalent to ATP. We first describe the general features of the model and then apply it to existing data to obtain direct quantitative insight. All details can be found in SI Appendix.

**Chromosome Level.** During the lifetime of a cell, both strands of DNA must be replicated once per cell cycle, and we start with the assumption that this involves de novo synthesis of the requisite nucleotides. Nucleotide recycling can occur within cells, but permanent sequestration to a new genome ultimately requires the acquisition of new dNTPs. The cost of nucleotide synthesis includes the cost of synthesizing the intermediate metabolites (e.g., phosphoribosyl pyrophosphate and amino acids) used to make purines and pyrimidines, because the energy invested in such subunits would otherwise be available for alternative cellular functions. There is only slight variation in the biosynthetic costs of the four nucleotides, each being \( \sim 50 \) ATPs per nucleotide, so the biosynthetic cost of replicating a span of \( L_g \) nucleotides is \( \sim 2 \cdot 50 \cdot L_g = 100L_g P \).

Additional costs at the DNA level are small relative to nucleotide synthesis. Although chain polymerization involves the loss of a diphosphate for each base extension, this has already been incorporated into the cost of dNTPs. Unwinding of the parental double helix requires \( \sim L_g P \) per gene, and the summed cost associated with the RNA primers used for replicate-strand extension and the ligation of Okazaki fragments is \( \sim 0.3L_g \) and \( \sim 3L_g P \) per gene in bacteria and eukaryotes, respectively. Costs associated with opening of origins of replication, clamp loading, proofreading, and DNA repair are likely to be an order of magnitude or so smaller than those just noted and can be ignored for purposes herein. (The basis for this and all other conclusions on DNA-level costs are elaborated on in SI Appendix.)

The highly ordered, dense nucleosome packaging of DNA presents a substantial chromosome-level cost specific to eukaryotes, although some nucleoid-associated proteins exist and must entails a low level of cost in some bacteria (14). Eukaryotic nucleosomes contain two heterotetrameric histone complexes followed by a linker histone. Throughout eukaryocytes, each nucleosome wraps 147 bp, and with an average linker length between nucleosomes of 33 bp, there is on average one nucleosome per 180-bp interval. Weighting by the cost of synthesizing the amino acids that comprise histone proteins and the cost of translating such proteins, the total nucleosome-associated cost is \( \sim 160L_g P \). The range of variation for this cost among eukaryocytes is of minor significance for the types of issues being evaluated here (SI Appendix, Supplementary Table 2).

Taking all of the above into consideration, in units of ATP hydrolyses, we estimate the summed replication-associated costs of a bacterial gene to be

\[ C_{DNA,b} \approx 10L_g, \]

whereas for a haploid eukaryote

\[ C_{DNA,h} \approx 263L_g. \]

Doubling the preceding cost for a diploid eukaryote yields

\[ C_{DNA,d} \approx 526L_g, \]

or \( \sim 5.2 \) times the cost of a prokaryotic gene of equivalent length.
These results provide a quantitative basis for understanding the evolutionary maintenance of highly streamlined bacterial genomes, which typically have <5% intergenic DNA and generally few (if any) introns or mobile elements (15), in contrast to the bloated genomes of multicellular species, which typically contain <5% coding DNA and harbor massive numbers of large introns and mobile elements (16). Because replication is essentially a one-time investment in the life of a cell, the maximum fractional contribution of the DNA-level cost of a gene to the total lifetime energy requirements occurs at minimum cell-division times (because a longer cell-division time increases the total basal metabolic requirement). Thus, the maximum proportional cost of DNA can be determined by scaling the preceding expressions against Eq. 1c with $r = 0$.

Using this approximation, a bacterial cell with a representative volume of 1 μm$^3$ will have a replication-associated cost of DNA of $\sim(4 \times 10^{-3})/L_g$, so the fractional drain on the total cellular energy budget can be as high as $4 \times 10^{-3}$ for a small 10-bp insertion and $4 \times 10^{-6}$ for a gene-sized insertion of 1,000 bp. To put this into perspective, free-living bacteria typically have effective population sizes $>10^8$, often in the range of $10^7$ to $10^{10}$ (2, 16). Thus, when growing at maximum rates, bacteria experience efficient enough selection to remove insertions as small as 10 bp (and even smaller when $N_e > 10^8$).

In contrast, for a unicellular eukaryote with a moderate-sized 100 μm$^3$ cell containing a haploid genome (e.g., yeast), the fractional cost of DNA is $\sim 10^{-3}/L_g$, yielding relative chromosome-level costs of $10^{-3}$ for 10- and 1,000-bp segments of DNA, respectively. Unicellular eukaryotes often have $N_e < 10^5$, sometimes ranging down to $10^4$, implying that insertions of small to moderate size will frequently be unmovable by natural selection. For a larger cell size of 2,500 μm$^3$, more typical of a multicellular eukaryote, and a diploid genome, the relative cost of DNA declines to $\sim 10^{-4}/L_g$, so even a 10-bp segment of DNA has a relative cost of just $10^{-5}$. The effective population sizes of invertebrates tend to be in the neighborhood of $10^4$, with that of some vertebrates (including humans) ranging down to $10^3$, and in such cases the power of random genetic drift is sufficient to overwhelm the ability of natural selection to eliminate quite large insertions on the basis of DNA-level costs.

**Transcript Level.** Unlike replication, which involves a single investment per cell division, the total cost of transcription depends on the lifespan of a cell, because transcripts are typically degraded and replaced on time scales shorter than cell-division times. Several transcription-associated costs are general across bacteria and eukaryotes. The primary investment is the synthesis of ribonucleotides, which requires one less step than that for deoxyribonucleotide synthesis, leading to an average cost of $\sim 46$ P per ribonucleotide monophosphate. Assuming that ribonucleotides are efficiently recycled (meaning that, because nucleic activity does not consume ATP, the cost associated with turnover consists of the two phosphates needed to recharge them; discussed below), the total number of de novo nucleotide syntheses associated with a particular gene is a function of the average steady-state number of mRNAs ($N_g$) and the length of the mature mRNA ($L_{mat}$) (including the polyadenylation tail, which when present often has a length on the order of $\sim 100$ nucleotides), yielding a total cost of biosynthesis of $46 \cdot N_g \cdot L_{mat}$ P.

The second major cost is associated with the turnover of transcripts within the lifespan of the cell. The number of transcription cycles is given by the product of the transcription rate $R_t$ and the cell-division time $t$. Because two high-energy phosphates must be expended for each chain-elongation step, the total investment in transcript turnover is therefore $2 \cdot R_t \cdot L_g$ P, where $L_g$ is the length of the precursor mRNA. The latter includes introns, the difference between the initial ($\sim 250$ nucleotides) and mature ($\sim 100$ nucleotides) length of the poly(A) tail, and any transcriptional read-through past the termination point, which can also be a few hundred nucleotides in length in some eukaryotes. Note that it is assumed here that introns and other intermediate transcription products are rapidly and efficiently recycled. At steady state, $R_t = \delta_t N_t$, where $\delta_t$ is the degradation rate, so the cost of transcript replacement becomes $2 \cdot N_t \Delta t L_{g \leftrightarrow}$ P. There are additional costs associated with the initiation and transcription of transcription, but these are small enough to be ignored for purposes here (SI Appendix).

Summing the expenditures on ribonucleotide synthesis and chain elongation, the cost of transcribing a bacterial gene is

$$C_{RNA,b} \approx 2N_tL_g(23 + \delta_t),$$

because in such species $L_g \approx L_{g \leftrightarrow} \approx L_{mat}$. Comparison with Eqs. 2a-2c shows that in bacteria, the cost of transcription exceeds that for replication provided the steady-state number of transcripts $N_t > 2$.

The cost of transcription is more involved in eukaryotes, because there is a significant difference between the lengths of premature and mature mRNAs owing to the presence of introns and poly(A) tails and other aspects of processing, and additional energy is expended on posttranscriptional modifications of nucleosomes and the RNA polymerase itself during transcriptional cycles. The cost of the latter likely sums to $<0.17N_tL_{pre} \delta_t$ (SI Appendix), and there are also relatively minor costs associated with splicing, 5’ capping and mRNA export. Summing the predominant components, the total cost associated with transcription of a eukaryotic gene is

$$C_{RNA,e} \approx N_t(46 \cdot L_{mat} + 2.17 \cdot \delta_t L_{g \leftrightarrow}).$$

Note that in Eqs. 3a and 3b the total cost associated with transcription is subdivided into two components, the first defining the baseline requirement for building a cell, and the second being a function of the cell-division time.

Single-cell assays provide quantitative insight into the parameters in these formulations. First, although data are available for only four species, power-law relationships describe the relationships between total numbers of mRNAs per cell and mean and median numbers of transcripts/active genes and cell volume (Fig. 2). Second, results from several bacterial species imply average mRNA decay rates on the order of 10 per hour, whereas those in yeast and mammalian cells are on the order of 4 and 0.1 per hour, respectively (details are given in SI Appendix).

With these formulations and estimates of background variables in mind, the cost of a gene at the transcriptional level can be determined. Consider, for example, a typical bacterial gene with a 1.0-kb transcript (17). At 20°C, the minimum division time for bacterial cells is $\sim 0.7$ h (Fig. 1B), so the minimum cost of transcription is $\sim 2000N_t(23 + 0.76)$, which with a decay rate of 10 per hour, becomes $\sim (6 \times 10^3)$ P for a lowly expressed gene with $N_t = 1$ and 100 times higher for a gene with $N_t = 100$. With the lifetime growth requirements of bacterial cells being generally in the range of $10^9$ to $10^{11}$ P, this shows that the fractional cost of even a weakly expressed bacterial gene, $\sim (6 \times 10^{-6})$ under high-growth-rate conditions, is sufficiently large to be opposed by selection in bacteria with $N_t > 10^8$ if not offset by substantial fitness advantages.

Now consider a typical intron-free eukaryotic gene. The average lengths of eukaryotic proteins are $\sim 50\%$ longer than those in bacteria (17), and eukaryotic transcripts harbor 5’ and 3’ UTRs with average respective lengths of $\sim 150$ and $\sim 350$ bp (2), so a 2-kb transcript length is a reasonable baseline value. After also accounting for polyadenylation, letting $\delta_t = 3$ per hour, and assuming a minimum cell division time of $t = 4$ h, we arrive at an approximate cost of $(1.5 \times 10^3)N_t$ P, which is $\sim 2.5$ times the minimum cost of transcription in bacteria.

Most eukaryotic genes contain introns, commonly with more than five per gene, and in multicellular species often averaging more than 1 kb in length. With a total intron length of 5 kb/gene, $L_{g \leftrightarrow}$ increases to 7,000, and the transcription-associated cost
rises to \( \sim (2.8 \times 10^3) N_p \), showing that intron addition can substantially increase the transcriptional cost of a gene.

Most cells only rarely reside in environments that permit maximum growth rates, often experiencing strongly nutrient-liminting conditions. It is therefore relevant to consider the limits of RNA-level costs as cell-division time \( t \to \infty \), which approach \( \sim 2 N_p L_p \delta_t \) in both bacteria and eukaryotes. To understand what this means for cells of different size, the key issue is how the composite parameter \( N_p \delta_t \), the rate of mRNA turnover, scales relative to \( P^{0.36} \), the scaling of metabolic rate with cell volume. Given the estimates of \( N_p \) and \( \delta_t \) noted above, the product \( N_p \delta_t \) seems to decline with cell volume, implying that transcription-related energetic costs of a gene relative to the total cellular energy budget decline with increasing cell volume under nutrient-limiting conditions, and perhaps strongly so.

**Protein Level.** As in the case of replication and transcription, several subcategories of costs are associated with protein production and management, although the overwhelming contributions per cellular lifetime are associated with three functions. First, the cost associated with replacement of the standing level of protein is \( N_p L_p \delta_P \), where \( N_p \) is the steady-state number of protein molecules derived from the gene per cell, \( L_p \) is the number of amino acids per protein, and \( \delta_P \) is the average cost of synthesis per amino acid residue in the protein (a function of a protein’s amino acid content). Second, the cost associated with chain elongation is \( 4 N_p L_p \delta_t \), where \( \delta_t \) is the rate of protein decay. Third, degradation of proteins imposes an approximate cost of \( N_p L_p \delta_P (1-\frac{1}{P}) \) (SI Appendix). Additional costs small enough to be ignored are associated with translation initiation and termination, posttranslational modifications, ribosomal proofreading, and protein folding. Summing up, the total protein-level cost of a gene in both bacteria and eukaryotes is

\[
C_{PRO} \approx N_p L_p (\delta_P - 1) \left( \frac{\delta_P}{\delta_t} \right) \frac{\delta_P}{\delta_t} L_p \delta_P \left( \frac{\delta_P}{\delta_t} N_p \right),
\]

where again the first term represents a one-time cost incurred regardless of the length of the cell cycle, and the second term represents the cumulative cost resulting from protein turnover and replacement.

Observations from high-throughput proteomics provide insight into the key parameters appearing in the preceding formulation. First, results from nine species indicate that cellular abundances of proteins \( N_p \) are much higher than those for their cognate mRNAs and are adequately represented by power-law relationships with cell volume at both the level of total proteins per cell and average number of molecules per active gene (Fig. 2). The exponents of the power functions are nearly three times greater than those for mRNAs, implying an elevated investment in protein number per unit volume. Second, decay rates of proteins are typically much lower than those of cognate mRNAs.

Protein decay rates are generally in the range of 0.1–0.9 per hour in bacteria, on the order of 1.0 per hour in yeast, and in the range of 0.1–1.0 per hour in eukaryotes (SI Appendix).

Comparison of Eq. 4 with Eqs. 3a and 3b indicates that the protein-level cost of a gene is much greater than that at the level of RNA (see also SI Appendix, Supplementary Figs. 1–4). Considering, for example, the high-growth rate limit \( t \to 0 \), as a first-order approximation with \( \delta_P \approx 25 \), the ratio of protein-to-RNA-level costs is \( \sim 0.5 N_p L_p / (N_p L_p) \). Because \( N_p / N_p \) is on the order of 1,000, and \( L_p / L_p \) is on the order of 0.25, the cost at the protein level is \( \sim 125 \) times that at the level of RNA at the high-growth-rate limit. At the low-growth-rate limit, \( t \to \infty \), this ratio is even higher, on the order of 600.

Considering a protein of moderate length, \( L_p = 300 \), and a moderate cellular abundance of \( N_p = 25,000 \) for a eukaryotic cell, at the high-growth-rate limit, the protein-level cost relative to the total cellular budget is \( \sim (5 \times 10^{-3}) \) for a cell with volume 100 \( \mu \text{m}^3 \) and \( \sim (3 \times 10^{-2}) \) for a cell with volume 2,500 \( \mu \text{m}^3 \). Given the effective population sizes noted above, these results suggest that genes that are moderately to highly translated in eukaryotic cells can sometimes impose a high enough energetic burden to be opposed by selection if they do not confer sufficient added benefits.

Again, the question as to whether the relative protein-level cost of a gene increases with cell size can be evaluated by comparing Eq. 4 with Eqs. 3a and 3b. Depending on the cell-division time, the total cellular energy budget scales with cell volume with exponent 0.88 (slow growth) to 0.97 (maximum growth rate). Because the average length of a protein does not vary greatly among phylogenetic lineages (17), and the results cited above suggest that both \( N_p \) and \( \delta_P \) scale with cell volume with an exponent \( \leq 1 \), it seems that the relative protein-level cost of a gene also declines with cell size.

**Empirical Estimates.** For four species, sufficient data exist to estimate the three classes of contributions to the total energetic costs of the full sets of protein-coding genes. In all four taxa, the DNA associated with each gene was characterized from the annotated genomes, which also provided information on intron number and size, and lengths of mature transcripts and proteins. Total numbers of mRNAs and proteins per cell were estimated from the empirically determined power-function relationships in Fig. 2 and/or primary data. It was then possible to use publicly available transcriptomic and ribosomal-profiling data (under the assumption that the translation rate is an accurate representation of the proteome) to partition the total numbers of molecules into steady-state gene-specific numbers. Based on the available data (SI Appendix), mRNA decay rates were assumed to be 10 per hour in bacteria and 4 per hour in eukaryotes, and a protein decay rate...
of 0.1 per hour was assumed throughout. Cell-division times were taken to be the minima observed in each species, standardized to 20°C; all other details are outlined in SI Appendix. In the following, we will refer to the fractional costs of genes (relative to the total cellular energy budget) at the genome, transcript, protein, and cumulative cost levels as $\frac{\text{DNA}}{\text{RNA}}$, $\frac{\text{RNA}}{\text{PRO}}$, and $\frac{\text{PRO}}{\text{E}}$. For an additional 31 bacterial and 13 unicellular eukaryotes, there is a substantial negative scaling of all three levels of cost with cell volume. Although there is almost no overlap in cell volumes between these two groups, it is clear that there is continuity in the scaling of data across groups. These general conclusions still hold for cells growing substantially below maximum rates (SI Appendix).

**Discussion**

A central goal of evolutionary genomics is to understand the mechanisms responsible for the massive expansion in genome size and gene structural complexity from prokaryotes to unicellular eukaryotes to multicellular species, most of which results from the colonization of noncoding DNA. Most exogenous DNA is hazardous in the sense that it increases the ways in which an associated gene can be rendered nonfunctional by mutation (e.g., by altering gene regulation, intron splicing, and/or translation-initiation sites) (2). However, all genes also impose a baseline energetic cost on a cell via the demands at the DNA, RNA, and protein levels (6, 7). These costs are relevant because the long-term preservation of a gene by natural selection requires that its phenotypic benefits exceed the energetic costs to a large enough extent to offset the power of random genetic drift.

Letting $s_\delta$ be the adaptive advantage of a stretch of DNA, and $s_\alpha$ the loss of fitness induced by the total energetic costs, the net selective advantage of a DNA segment is

$$s_\alpha = s_\delta - s_\alpha.$$  

Basic evolutionary theory indicates that the absolute value of the net advantage $s_\alpha$ must be greater than $1/N_e$ in a haploid species [and $1/(2N_e)$ in a diploid] to be readily perceived by natural selection. If, for example, the insertion of a segment of DNA provides no immediate phenotypic advantage nor any significant mutational disadvantage, so $s_\alpha \approx 0$, it will nevertheless be essentially

![Fig. 3. Distribution of energy costs for the full sets of annotated genes in one bacterium (E. coli) and four eukaryotic species (Saccharomyces cerevisiae, C. elegans, and A. thaliana). The bottom axis shows the absolute costs in ATP units, and the upper axis shows the corresponding costs as the fraction of the cell’s lifetime energy budget at the genome, transcript, protein, and cumulative cost levels as $\frac{\text{DNA}}{\text{RNA}}$, $\frac{\text{RNA}}{\text{PRO}}$, and $\frac{\text{PRO}}{\text{E}}$.](image)

For the bacterium *Escherichia coli*, $s_\alpha$ falls in the range of $10^{-7}$ to $10^{-3}$ for almost all genes (with absolute costs of $10^6$ to $10^8$ P), far above the likely minimum values that can be perceived by selection in this large-$N_e$ species (Fig. 3). If such genes were to find themselves in an environment where their functions were no longer useful, inactivating mutations would be strongly selected for. Within eukaryotes, small peaks of lowly expressed (and perhaps minimized) genes exist with roughly the same absolute costs of *E. coli* genes. However, most eukaryotic genes have total absolute costs exceeding $10^6$ P, with substantial fractions in multicellular species falling in the range $>10^8$ P. For many genes in yeast and a substantial fraction in Caenorhabditis elegans and Arabidopsis thaliana, $s_\alpha$ is sufficiently large for a gene to be opposed by selection if it had few added benefits (e.g., a redundant gene duplicate). The major contribution that pushes $s_\alpha$ past the drift barrier in eukaryotes is the cost of translation. Most values of $\frac{\text{DNA}}{\text{RNA}}$ and $\frac{\text{RNA}}{\text{PRO}}$ in multicellular species are below the threshold for efficient selection.

For an additional 31 bacterial and 13 unicellular eukaryotes with annotated genomes, sufficient data exist on cell volumes and cell-division times to estimate lifetime energy requirements using Eqs. 1a–1c. In the absence of direct information on the single-cell concentrations of gene-specific mRNAs and proteins in this subset of species, we used existing gene annotations and genome sequences to compute species-specific costs of an average gene, relying on the expected average numbers of mRNA and protein molecules per gene extrapolated from the functions in Fig. 2 and the decay rates noted above.

Three general conclusions can be drawn from this extended dataset. First, there is a consistent ranking of $\frac{\text{DNA}}{\text{RNA}} < \frac{\text{RNA}}{\text{PRO}} < \frac{\text{PRO}}{\text{E}}$, with a one to two order of magnitude increase from the former to the latter (Fig. 4). Second, average estimates of all three cost measures in bacteria are generally substantially greater than those in eukaryotes, and in most cases are likely large enough to be opposed by selection. For eukaryotes, the chromosome-level costs are generally too low to be detectable by selection, and this is also true in many cases for the average transcription-level costs, confirming the suggestion that gene-sized insertions in large eukaryotes will typically be effectively neutral from a bioenergetic perspective unless they are translated. Third, within both bacteria and eukaryotes, there is a substantial negative scaling of all three levels of cost with cell volume. Although there is almost no overlap in cell volumes between these two groups, it is clear that there is continuity in the scaling of data across groups. These general conclusions still hold for cells growing substantially below maximum rates (SI Appendix).

![Fig. 4. Fractional costs of average genes in bacteria and unicellular eukaryotes (relative to total cellular energy budgets), subdivided into components at the level of replication, transcription, and translation.](image)
immune to removal from a haploid population by selection, and hence subject to effectively neutral drift and fixation processes, if \( s < 1/N_e \).

The preceding results indicate that the energetic cost of replications a DNA segment of even just a few nucleotides (even if nontranscribed) can be sufficient to be perceived by selection in a typical bacterial population with large \( N_e \). In contrast, insertions of even many kilobases often impose a small enough energetic burden relative to the overall requirements of eukaryotic cells to be immune to selection. Although RNA-level costs are frequently greater than those at the DNA level, these are often still not large enough to overcome the power of random genetic drift in eukaryotic cells. This means that many nonfunctional DNAs that are inadvertently, even if specifically, transcribed in eukaryotes (especially in multicellular species) cannot be opposed by selection, a consideration relevant to the debate as to whether transcriptional activity is an indicator of functional significance (see the exchange between refs. 18–20). However, with the cost at the protein level generally being much greater than that at the RNA level, segments of DNA that are translated can sometimes impose a large enough energetic cost to be susceptible to selection, even in multicellular species. This may explain why redundant duplicate genes commonly experience high rates of nonfunctionalization (21).

Lane and Martin (5) have argued that an enhanced ability to generate energy made possible by the origin of the mitochondrion was a prerequisite for the evolution of a vast array of features often associated with complexity in eukaryotic cells, including increased gene number, protein length, protein folds, protein–protein interactions, and regulatory elements. Given the singularity of the mitochondrial colonization event, this idea is not subject to conventional statistical analysis, and we do not provide an evolutionary argument for why the mitochondrion arose.

However, we can now say that in neither complex eukaryotic cells nor in morphologically simpler bacteria does increased cell size induce a condition in which gene addition becomes an increasing energetic burden. In fact, from an evolutionary perspective, the evolution of increased cell size has the opposite effect. Although the absolute cost of a gene does increase with cell size, in terms of the fractional contribution to a cell’s energy budget, which ultimately determines whether selection can oppose genome expansion, the cost of an average gene decreases at the DNA, RNA, and protein levels. Even if the relative costs were to remain constant, this cannot compensate for the reduction in effective population sizes in eukaryotes relative to bacteria, which reduces the efficiency of selection. Moreover, because the relative cost of a gene declines with increasing cell-division times (SI Appendix), organisms that are more resource-limited experience still weaker selection against inadventer genome-size expansion.

Taken together, our observations suggest that an energetic boost associated with the emergence of the mitochondrion was not a precondition for eukaryotic genome expansion. First, the absence of a dichotomous break in the relationship between lifetime cellular ATP requirements and cell volume between bacteria and eukaryotes (Fig. 1L) is inconsistent with the idea that cells with greater internal complexity impose greater energy demands. Second, two of the central costs of a gene, the steady-state numbers of mRNA and protein molecules maintained, scale sublinearly with cell volume (Fig. 2), and again in a continuous fashion within and between bacteria and eukaryotes. Third, within bacteria alone, although larger cells have higher energetic requirements per cell lifetime (Fig. 1L), species with larger cell sizes have reduced cell-division times, implying a higher efficiency of energy conversion despite having larger genome sizes (Fig. 1B). Thus, population-genetic arguments based on both the mutational-hazard hypothesis (2) and on the observed features of cellular energetics lead to the conclusion that passive increases in genome size are expected to naturally arise in organisms with increased cell sizes (which, by correlation, have reduced effective population sizes). This supports the view that variation in the power of random genetic drift has played a central role in the historical diversification of genome and possibly cellular architecture across the tree of life.

Materials and Methods

This work is based on data derived from the literature and various existing databases, the details of which are outlined in SI Appendix. Briefly, estimates of cell growth and maintenance requirements were derived from chemostat-studies involving growth of microbes on defined media with known rates of conversion into ATP. Cell division rates were derived from an extensive literature survey. Expressions for the various costs of a gene were obtained from the basic biochemistry and molecular-biological literature on the underlying processes, and these were converted into absolute values for particular species and genes using genomic, transcriptomic, and proteomic databases.
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